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ABSTRACT: The mechanism of the alkylation reaction of the
indanone anion through asymmetric phase-transfer catalysis has
been unraveled by density functional theory calculations. Our
results point out that the present view of the asymmetry induction
mechanism determined by hydrogen bond and π−π stacking
interactions is not correct. Rather, stabilization of the main
reaction pathway takes place through both the hydrogen bond and
electrostatic interaction involving the leaving chloride anion.
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Controlling the stereochemistry of chemical reactions
through asymmetric catalysis has become a fascinating

area of research.1−5 In this respect, phase-transfer catalysis has
been particularly explored in recent years6−10 because it is
considered a green chemistry procedure11,12 and its chiral
version is useful for the synthesis of pharmaceuticals.13−15

Among these catalysts, cinchona alkaloid derivatives have
particulary attracted a lot of interest because they are natural
products and are considered privileged chiral catalysts.16−19

Almost 30 years ago, Dolling and co-workers reported for the
first time a highly enantioselective reaction promoted by phase-
transfer catalysis.20,21 Methylation of 6,7-dichloro-5-methoxy-2-
phenyl-1-indanone (1) was shown to yield (S)-(+)-6,7-
dichloro-5-methoxy-2-methyl-2-phenyl-1-indanone (2) in the
presence of N-(p-(trifluoromethyl)benzyl)cinchoninium bro-
mide (3) acting as a phase-transfer catalyst (Scheme 1). These
findings were rationalized on the basis of the interaction of the
cinchoninium cation with the indanone anion and the
stabilization of the ion-pair structure by hydrogen bonding
and π−π stacking interactions (Scheme 2).

A few years later, O’Donnell et al22 showed that cinchona
alkaloid derivatives could be used for the synthesis of amino
acids by asymmetric catalysis, and in 1997, the Corey23 and the
Lygo24 groups reported the application of new N-anthrace-
nylmethyl-substituted cinchona alkaloid phase-transfer catalysts
with increased activity for asymmetric-catalyzed amino acids
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Scheme 1. Phase-Transfer-Catalyzed Alkylation of Indanone
1 through Catalyst 3

Scheme 2. The Dolling et al. Proposala and the Corey
Proposalb

aBased on the interaction of the cinchoninium (3) with the
deprotonated indanone (1). bBased on the interaction of the
cinchonidinium with the anion.
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synthesis. Corey and co-workers23 proposed that the
asymmetry induction of the cinchonidinium cation was due
to the interaction of the anionic oxygen of the nucleophile with
the positively charged nitrogen atom of the catalyst involving
only one side of an imaginary tetrahedron centered on
nitrogen. Other positions were considered to be sterically less
accessible (Scheme 2).
Although these cinchona-based phase-transfer catalysts are

now widely used, a full understanding of the asymmetry
induction mechanism remains obscure. This has led Denmark
and co-workers to analyze this challenging problem in search of
quantitative structure−activity and −selectivity relation-
ships.25−27 On the other hand, recent theoretical studies have
provided some important new insights on phase-transfer
catalysis.28−33 Yet, the role of cinchona-based catalysts has
received less theoretical attention, presumably because these
systems are large and flexible, leading to more difficult and
more computer-demanding calculations.34 In this paper, we
specifically address the role of this type of phase transfer
catalyst and report results of theoretical calculations that
provide a clear picture for the mechanism of asymmetry
induction promoted by the cinchoninium cation in phase-
transfer-catalyzed reactions. The theoretical results are based on
DFT calculations with the X3LYP functional35−37 and extended
basis set,38 which provides a good description of hydrogen
bonds and van der Waals forces. Solvent effects were included
through the PCM method.39,40 The calculations were done
with the Firefly41 and GAMESS42 programs. Details are
presented in the Supporting Information.
In our model reaction (Scheme 1), the approach of a

cinchoninium cation to the indanone anion is predicted to lead
to the formation of a stable ion pair. Because of the relative
torsional freedom of the cinchoninium cation, the most stable
ion pair complex does not necessarily retain the lowest energy
conformation of the isolated cation. Therefore, we tested
several different structures for the anion−catalyst complex and
found a total of 12 minima energy structures on the potential
energy surface. From this set, structures MS6a and MS6b,
shown in Figure 1, are predicted to be the most stable ones by
at least 2 kcal/mol. Upon close observation of these structures,
several important features emerge: (a) the −OH group of the
catalyst makes a strong hydrogen bond with the carbonyl
oxygen of the indanone anion (H···O distance around 1.6 Å);
(b) the face of the tetrahedron centered on the N atom nearer
the OH group corresponds to the side where the anion
approaches the catalyst; and (c) neither structure exhibits π−π
stacking interaction. MS6a and MS6b are predicted to be
essentially isoenergetic, with the MS6b structure calculated to
be only 0.4 kcal mol−1 more stable than MS6a (see ΔG* in
Table 1). The two complexes differ from each other by 180°
rotation of the anion moiety around the CO axis. Further
analysis of these structures suggests that there are four possible
transition states for the alkylation reaction from these two
complexes leading to both R and S enantiomers. The structures
of the complexes and transition states are shown in Figure 1
and can be better visualized in the mol files included as
Supporting Information.
The calculated thermodynamic data for the relevant species

are presented in Table 1. Transition states TS6a1 and TS6a2
correspond to alkylation on both sides of the indanone in the
MS6a complex, leading to the R and S isomers, respectively.
Likewise, transition states TS6b1 and TS6b2 lead to alkylation
on both sides of the indanone in the MS6b complex, resulting

in the R and S isomers, respectively. The activation free
energies for all transition states were calculated with respect to
the free energies of the MS6b isomer plus the free CH3Cl
species that were considered as our reference points. These
calculations point out that TS6a2 and TS6b1 represent
pathways of high activation barriers, both in excess of 30 kcal
mol−1. Thus, these pathways are deemed not to be kinetically
important. By comparison, the TS6a1 and TS6b2 structures are
much more stable, with ΔG‡ barriers of 27.6 and 26.1 kcal/mol,
respectively. These transition states can then be proposed to be
responsible for the observed reaction rate and to explain the
enantiomeric excess (ee). In fact, the 1.5 kcal mol−1 difference
in our calculated ΔG‡ leads to an ee of 86% in favor of the S
enantiomer at 20 °C, a value that is in very good agreement
with the experimental result of 92%.20 Although DFT
calculations are more accurate for relative barriers than for
absolute barriers, we should bear in mind that there is some
uncertainty in the calculated free energies.
The origin of the enantioselectivity can be understood by

analyzing the structures shown in Figure 1. The relative
stabilization of the transition states is expected to depend on
electrostatic interactions and, thus, on the distance between the
departing negative charged chloride anion and the positively
charged nitrogen center of the cinchoninium cation. These

Figure 1. Optimized structures for the indanone−catalyst complexes
(MS6a and MS6b) and the transition states (TS6a1, TS6a2, TS6b1,
TS6b2).

ACS Catalysis Letter

dx.doi.org/10.1021/cs400021r | ACS Catal. 2013, 3, 613−616614



distances amount to 5.78 and 6.12 Å, respectively, for the less
stable transition states TS6a2 and TS6b1, whereas for the most
stable TS6a1 and TS6b2 structures, the distances between the
leaving chloride and the cinchoninium nitrogen atom are
calculated to be 4.86 and 4.50 Å, respectively. Thus, there is a
clear correlation between the Cl−N distance in the transition
state and the ΔG‡, as shown in Figure 2.

Another interesting feature related to the stabilization of the
TS6a1 and TS6b2 transition states is the role of hydrogen
bonding. Figure 1 shows that the leaving chloride anion in
TS6a1 is hydrogen-bonded to one of the hydrogens of the
−C6H4CF3 group, with a H···Cl distance calculated to be 2.53
Å. Similarly, the TS6b2 structure displays hydrogen bonding
between the leaving chloride anion and the hydrogen of the
N−CH2−Ar group, with a H···Cl distance of 2.51 Å. By
comparison, the less stable structures TS6a2 and TS6b1 do not
exhibit these important hydrogen bonds. It is also worthwhile
to observe that the anion−catalyst complexes found in our
work correspond to very flexible structures, with some of the
transition states displaying large distortions from the parent
complex.
The role of the intermolecular forces responsible for the

stabilization of transition state TS6b2 can be summarized with
the help of Figure 3. The negative charge present in the
carbonyl oxygen of the nucleophile interacts by hydrogen
bonding with the hydroxyl group of the catalyst while the

leaving chloride ion interacts with the center of positive charge
in the catalyst. The closer the chloride anion is to the nitrogen
atom in the transition state, the higher will be the stabilization
conferred to the structure. It is worthwhile to notice that a
similar concept was advanced by us43,44 for anionic SN2
reactions some years ago, leading to predictions regarding the
preference for nucleophilic displacement over elimination.45

The present model is also superior to that of Dolling and co-
workers for explaining the experimental observations. In fact,
altering the methylating agent from methyl chloride to bromide
and iodide leads to a decrease in the enantioselectivity.21 In the
Dolling model, there is no reason for this behavior, because in
the transition state, there is only one side available for the
reaction. In the present model, the transition state fits to the
cation through hydrogen bond and electrostatic interaction.
Thus, the nature of the leaving group is important because the
halide−carbon distance in the transition state and the charge in
development in the leaving halide play a key role in the
stabilization of TS6a1 and TS6b2. In addition, we could also
notice from Table 1 that the solvent effect destabilizes the
TS6b2 structure and stabilizes the TS6a1 structure. As a
consequence, more-polar solvents decrease the selectivity, in
line with experimental observations.
In summary, the picture of catalysis provided by this study is

quite different from the current model of asymmetric induction.
Our theoretical study shows that the interaction of the
indanone anion (1) with the cinchoninium cation (3) can
yield 12 ion pair complexes through electrostatic and hydrogen
bond interaction, but without evidence for π−π stacking
interaction. Two out of the 12 complexes are much more stable
than the other structures and lead to four transition states. Our
analysis shows that the free energy of activation of these four
transition states bear a linear relationship with the distance of
the leaving chloride to the nitrogen atom of the quinuclidine
ring. The most stable transition state, TS6b2, leading to the S
enantiomer, has the lowest chloride−nitrogen distance. The
mechanism of asymmetric catalysis proposed in this paper
should be valuable in the design of new catalysts.
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Table 1. Relative Stability of the MS6a Isomer and Transition States with Respect to MS6ba

X3LYP/6-31(+)G(d) X3LYP/TZVPP+diff ΔGg*
b ΔΔGsolv

c ΔGsol*
d

MS6a −0.86 −0.68 0.07 0.31 0.38
TS6a1 13.63 17.13 27.71 −0.15 27.56
TS6a2 20.41 22.30 33.75 −1.29 32.46
TS6b1 20.65 24.75 35.37 −1.81 33.56
TS6b2 10.74 13.88 25.15 0.95 26.10

aUnits of kcal mol−1. Standard state 1 mol L−1. bGas phase free energy. cSolvation contribution (toluene). dSolution phase free energy

Figure 2. Linear relationship between the free energy of activation and
the Cl−N distance in the transition state.

Figure 3. Interaction of the cinchoninium ion with the SN2 transition
state.
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